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Summary
A model of pressure losses in perforated pipes that includes the influence of inflow through the pipe walls compares favorably with past and recent experimental studies. The single-phase model was developed in 1987, but it is not generally known in the petroleum industry. This model is compared to three experiments: one using air and two using water. The model must be manipulated to conform with the way individual experimenters report their findings. In general, there is good agreement. Where there is poor agreement, the cause may be experimental artifacts. A second model fails to match experimental results when the pipe geometry changes significantly.

Introduction
With the advent of horizontal drilling technology, flow in long perforated pipes has become an important topic. Numerous investigations (Dikken 1990; Peamatcha et al. 1997; Ouyang et al. 1998; Tang et al. 2000; Wolfsteiner et al. 2000; Valvatne et al. 2001; Ouyang and Aziz 2001) have shown that pressure losses in horizontal pipes and multwell configurations significantly influence the distribution of flow to the pipes. More flow enters the heel than the toe of the pipe. While the influence of inflow through the pipe walls has been recognized as an important effect, wellbore flow models used in these studies either ignore the influence of perforations or use a flawed representation. Recent experimental investigations (Ihara et al. 1994; Kloster 1990; Su 1996; Yuan 1997; Yuan et al. 1999) of liquid flow in perforated pipes and channels allow models of the influence of inflow on pressure losses to be tested for a variety of pipe configurations. Agreement with experiments using air flow (Olson and Eckert 1966; Yuan and Finkelstein 1956) can provide a strong indication that a model developed with water is robust.

Numerous models of pressure losses within pipes with inflow exist. The three investigated here are Ouyang (1998), Yuan et al. (1999), and Siwoni (1987). Only Siwoni’s model compares favorably with all the experiments described in this paper. I will concentrate on the comparison with Siwoni’s model, with some review of the predictions using Yuan et al. The model of Ouyang does not have the correct functional dependence. It is mentioned because it seems to be the most widely used.

While Siwoni’s model is consistent with the experiments conducted by Olson and Eckert (1966), Su (1996), and Yuan (1997), there are some data that do not agree with Siwoni’s model. In this situation it is important to keep as much transparency as possible so that readers can form their own opinions. The three experiments are quite different, which provides a wide basis for comparison. Unfortunately, the presentation of these data is also quite different. To preserve the transparency of the original data, the models have been manipulated to fit the original data presentation.

There are two basic conclusions: (1) Perforations cause an increase in head gradient with and without inflow through the perforations, and (2) Inflow causes larger head gradients than would occur without inflow, but ~15% less than would be expected, assuming a constant friction factor and considering only the momentum increase induced by increasing flows.

The development starts with the momentum-balance equation—the basis for understanding pressure losses in pipes. Three derivative forms of the balance equation corresponding to different ways of presenting the experimental data are presented. Next comes the model and experiments of Siwoni, followed by the model of Yuan et al. Then, three experiments are described and compared to the models.

Conceptual Model
Ouyang (1998) and Ouyang et al. (1998) developed a general single-phase wellbore flow model that incorporates the influences of perforations and inflow. Their development provides an excellent discussion of the physical processes that influence the pressure losses, and it is recommended to any reader unsatisfied with the brief review provided here.

Pressure losses along a pipe can be described by use of the conservation of momentum within a control volume. The dashed line in Fig. 1 depicts a control volume just within a section of perforated pipe. The forces acting on the volume are pressure at the ends and through the holes along the sides and shear along the pipe wall. In steady conditions, the net effect of these forces causes an acceleration of the fluid within the volume, realized as a net gain of momentum of fluid passing through the section.

A radial momentum balance follows from assuming axial symmetry of both pressure and flow entering the pipe. In the axial direction, the balance of forces and momentum gain is

\[ p_1 \frac{\pi d^2}{4} - p_2 \frac{\pi d^2}{4} = \int_0^{\Delta x} \rho dv dx \]

\[ = 2\pi \int_0^{\alpha/2} (\rho v) \frac{d\alpha}{2} - 2\pi \int_0^{\alpha/2} (\rho v) \frac{d\alpha}{2} \]

\[ - \int_0^{\Delta x} \rho (v^2 - v_1^2) \frac{d\alpha}{2} \]

where, as shown in Fig. 1, \( p_1 \) and \( p_2 \) are the pressures acting on the upstream and downstream ends of the section, respectively; \( d \) is the pipe inner diameter; \( \Delta x \) is the length of the section; and \( \tau_w \) is the shear stress at the wall. The last term on the left side of Eq. 1 is the body force caused by gravity for a pipe inclined at an angle \( \alpha \) with respect to horizontal. The velocity \( v \) is the local velocity within the pipe. The last term is the momentum flux in the axial direction that crosses the radial control-volume boundary. The subscripted velocities, \( v_r \) and \( v_\alpha \), used in the last line of Eq. 1 are the radial and axial components of the velocity.

For incompressible, isothermal flow in a horizontal pipe, it is convenient to transform Eq. 1 into an equation for the pressure gradient along a short section as

\[ \frac{\Delta p}{\Delta x} = \left( f \frac{\rho v_\alpha^2}{d^2} + 2 \frac{\rho v_\alpha^2}{d^2} - \frac{\rho v_\alpha^2}{d^2} \right) \cos(2\gamma) \beta \rho v_\alpha^2 \]

using the usual definitions for the friction factor

\[ f = \frac{8 \tau_w}{\rho v_\alpha^2} \]

and the momentum factor

\[ \beta = \frac{4}{d^2} \int_0^{\alpha/2} \rho v^2 d\alpha \]

where \( v_\alpha \) is the average velocity. In the case of flow through the perforations, \( \beta_p \) is a function of \( d_p \), the diameter of the perfora-
In Eq. 2, $\gamma$ represents an effective small angle of flow through the perforations with respect to the axial direction. If the perforations are treated as a continuum, a differential form of Eq. 2 can be written:

$$-\frac{dp}{dx} = \frac{f}{2} \frac{d}{dx} \left[ \frac{1}{d} \frac{d}{dx} \left( \frac{1}{d^2} \frac{d}{dx} \frac{dv_b}{d} \right) - \cos(2\gamma) \beta_p \rho v_b^2 \right]$$

Expanding the derivative of momentum flux gives

$$-\frac{dp}{dx} = \frac{f}{2} \frac{d^2}{dx^2} \frac{1}{d^2} \frac{d}{dx} \frac{dv_b}{d} + \frac{2}{d^2} \frac{d}{dx} \frac{dv_b}{d} - \cos(2\gamma) \beta_p \rho v_b^2$$

Relating the change in bulk velocity to the inflow,

$$\frac{dv_b}{d} = 2\phi \frac{v_b}{v_b}$$

we obtain

$$-\frac{dp}{dx} = \frac{f}{2} \frac{d^2}{dx^2} \frac{1}{d^2} \frac{d}{dx} \frac{dv_b}{d} + \frac{2}{d^2} \frac{d}{dx} \frac{dv_b}{d} - \cos(2\gamma) \beta_p \rho v_b^2 \tag{8}$$

where $\phi$ is the average porosity of the pipe wall.

The different authors use variants of this basic formulation of the momentum equation to present their results. Siwon (1987) assumes the momentum factor does not vary and treats the last two terms as one by introducing $\eta$ to get

$$-\frac{dp}{dx} = \frac{f}{2} \frac{d^2}{dx^2} \frac{1}{d^2} \frac{d}{dx} \frac{dv_b}{d} + \frac{2}{d^2} \frac{d}{dx} \frac{dv_b}{d} - \cos(2\gamma) \beta_p \rho v_b^2 \tag{9}$$

The subscripted variable $f_s$ indicates the Siwon friction factor. Both $f_s$ and $\eta$ were empirically determined functions of $\phi$ and $v_b/v_b$.

Su (1996) presented some of his data in terms of an additional pressure drop. It is the residual pressure drop after accounting for shear along the pipe wall and acceleration of the fluid:

$$-\frac{dp}{dx} = \frac{d}{2} \frac{d}{dx} \left( \frac{1}{d^2} \frac{d}{dx} \frac{dv_b}{d} \right) - \cos(2\gamma) \beta_p \rho v_b^2$$

In this equation, the friction factor is for an unperforated pipe, and $\beta$ is assumed to be 1.0. Yuan writes the equation in terms of a total friction factor (Yuan 1997) as

$$f_s = \frac{-\frac{dp}{dx}}{d} = \frac{2}{d^2} \frac{d}{dx} \frac{1}{d^2} \frac{d}{dx} \frac{dv_b}{d} \frac{v_b^2}{v_b}$$

In this equation, $C_n$ is an empirical factor, $\phi$ is the permeability density, and $\frac{v_b^2}{v_b} = \frac{d}{d^2} \frac{d}{dx} \frac{v_b}{d}$. The factor $\frac{v_b}{d}$ is the ratio of flux through a single perforation to the flux in the pipe. The friction factor $f_s$ and coefficient $C_n$ were empirically determined as functions of $\phi$ and $\frac{v_b}{d}$.

### Siwon Experiment and Model

In this section, the experimental basis of Siwon's model is briefly described. The range of pipe configurations and flow rates in the experiments should be taken into account when the model is compared to other experiments. After the experiment description, the model is presented. Siwon's paper (1987) contains plots of the model fit to data. Unlike other experimental data, Siwon's data are not reviewed here.

Siwon conducted experiments with water for the use of PVC pipes as subsurface drains. The pipes in his experiment had an inner diameter (ID) of either 0.99 or 5.66 cm. The pipes were inserted into a horizontal 11.4-cm-diameter pipe that was divided into 10 separated 0.46-m segments, independently supplied with water. Unlike the other experiments reviewed here, this design allowed development of a model for variable influx distribution in addition to a uniform distribution. A 3.8-cm-long piezometric ring, installed between each segment, provided pressure and temperature measurements every 0.5 m. Perforations were made in the inner pipes by drilling holes with three separate diameters (0.45, 0.6, and 0.9 cm) in a triangular pattern. A total of nine configurations were used, with porosity of the pipe walls varying from 0.007153 to 0.1259.

Friction factors were determined for flow through the pipes without inflow through the walls, both before and after drilling the perforations. The Reynolds numbers, $N_{Re}$, spanned a range of 500 to 166,000. Experiments with inflow through the walls were conducted using the 5.66-cm-ID pipes over a Reynolds number range of 9,680 to 125,830. For the model reviewed here, equal flow into each segment was maintained over Reynolds numbers of flow through the drilled holes from 12.6 to 4,562. Siwon's model fit the pressure data with a relative root-mean-square error of 0.8% and a maximum relative error of 3.67%.

Siwon (1987) developed a relation for the friction factor for drilled PVC pipe as

$$f_s = f_{s0} + \frac{1}{2} \frac{v_b}{v_b}$$

where $f_{s0} = 0.0106 \phi^{0.413}$ and $f_{s0}$ is given by the Altshul correlation (Altshul and Kishelev 1975):

$$f_{s0} = 0.11 \left( \frac{68}{N_{Re}} + \epsilon \right)^{0.23}$$

with $\epsilon = \epsilon \phi^{2.4}$ for $N_{Re} > 3400$. $\epsilon$ is the relative roughness of the pipe before perforation. If $\epsilon < 0.1$, the porosity term for $\epsilon$ is dropped. In Siwon's experiments, $\epsilon$ was found to be negligible. The Altshul correlation is an easily solved approximation to the implicit Colebrook-White formula (Siwon 1987; Parker et al. 1969). The Altshul correlation is replaced here by the more accurate Chen correlation (Chen 1979; Ouyang and Aziz 1996), but the subscript $a$ is retained

$$f_a = -2 \log \left[ \frac{e}{3.7065 - \frac{5.0452}{N_{Re}} \cdot \log \left( \frac{e^{1.098}}{2.8257 + \frac{7}{N_{Re}^{0.83}}} \right) } \right]$$

Siwon's model uses Eq. 9 with

$$\beta (1 + \eta) = 1.05 \left[ 1 + \frac{1.175}{b \left( \frac{v_b^2}{v_b} + 1.235 \right)^2} \right]$$

where $\beta$ was assumed to be 1.05 and $b = \frac{10}{(10 \phi)^4} + 4 \cdot 10^5$. 
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Yuan et al. Model

Yuan et al. (1997) conducted experiments in 2.56-cm-ID PVC pipes installed in a 7.6-cm casing. Experiments were conducted with individual and multiple slotted and circular perforations. The discussion in this paper is limited to multiple circular perforations. The perforated sections of the pipes were 1.219 m long with 0.3175-cm-diameter perforations. Three perforation densities were tested: 16.4, 32.8, and 65.6/m (i.e., 5, 10, and 20 perforations/ft).

The correlation of Yuan et al. Model is

\[
\beta = 1.034 + 4.27 \frac{v_r}{v_b} \quad \text{over a range of } \frac{v_r}{v_b} \text{ from 0.002 to 0.017, where } v_r = \phi v_{br} \text{ is the radial velocity in the pipe at the pipe wall. Beyond } \frac{v_r}{v_b} = 0.017, \beta \text{ reached a plateau of approximately 1.11. Below the lowest inflow measurement of } \frac{v_r}{v_b} = 0.002, \beta \text{ jumped from a no-inflow value of 1.024. Streeter’s (1950) formula of } \beta = 1 + 0.98f \text{ predicts a } \beta \text{ value of 1.024, using the friction factor of 0.025 that Olson and Eckert determined for their porous tube.}
\]

Streeter’s formula and the velocity profiles measured by Olson and Eckert indicate that Siwori’s assumption of \( \beta \) equal to 1.05 is incorrect. Siwori’s model is not dependent on this assumption, however. To keep Siwori’s empirical relation, (Eq. 15), with a variable \( \beta \), one can write

\[
\beta(1 + \eta) = \beta \left[ 1 + \frac{1.234}{\beta} \left( \frac{V_b^2}{V_{br}^2} + 1.235 \right)^2 \right] 
\]

Olson and Eckert developed polynomial fits of pressure gradient, bulk velocity, and mass flux as functions of the velocity ratio but, as with the momentum factor, did not report them. Using these fits, they calculated a dependence of the drag induced on the fluid from the wall of the pipe. In this paper, we use this dependence as a way to compare Siwori’s model with the Olson and Eckert experiment.

Friction Factor. Olson and Eckert wrote an experimental friction factor in terms of the measured pressure gradient and changes in fluid momentum as

\[
f_r = -\frac{1}{\rho \frac{d\phi}{d\rho}} \left[ 2 - \frac{2\beta}{\rho \frac{d\phi}{d\rho}} \frac{dV}{d\rho} + \frac{2\beta}{m} \frac{dm}{d\rho} \right] 
\]

where \( m \) is the mass flux rate. Compressibility and temperature dependence of the air is accounted for in the last term. This is yet another way to write the momentum balance of Eq. 8. The friction factor was calculated from the polynomial fits to the pressure, \( \beta \), bulk velocity, and mass flow rate. The variation of \( \beta \) with distance is less than 5% and determined to be too small to have a significant impact on the analysis (Olson and Eckert 1966). Hence, the term in Eq. 21 was neglected.

To adapt Siwori’s model to Olson and Eckert’s presentation, Siwori’s momentum balance (Eq. 9) can be manipulated to get an expression for the friction factor:

\[
f_s = -\frac{1}{\rho \frac{d\phi}{d\rho}} \left[ 2(1 + \eta) \frac{\beta}{\rho \frac{d\phi}{d\rho}} \frac{dV}{d\rho} \right] 
\]

The ratio \( f_s \) to \( f_r \) is

\[
\frac{f_r}{f_s} = 1 + \frac{2(1 + \eta) - 4 \beta}{3f_s V_b} \frac{dV}{d\rho} 
\]

Olson and Eckert’s friction factor, \( f_s \), is a function of the inflow rate. However, Siwori’s friction factor (Eq. 12) is not a function of flow rate.

Using Eq. 7,

\[
\frac{f_r}{f_s} = 1 + \frac{(1 + \eta) - 2 \beta \frac{dV}{d\rho}}{3f_s V_b} 
\]

Replacing \((1 + \eta)\) with the corrected empirical relation of Eq. 17 yields

\[
\frac{f_r}{f_s} = 1 + \frac{8 \beta \phi v_{br}}{3f_s V_b} 
\]
\[ \frac{f_s}{f_e} = 1 + \left[ \frac{1.234}{b \left( \frac{v_e^2}{v_p^2} + 1.235 \right) - 1} \right] \frac{8 \beta \phi v_p}{v_b}, \quad (25) \]

This equation is the prediction of \( \frac{f_s}{f_e} \) by use of Siwori's \( \eta \) factor.

Siwori's experiments were conducted with six different values of \( \phi \) that range from 7.153 \times 10^{-3} \text{ to } 0.1259. The porous tube of Olson and Eckert's experiment had a porosity that was not known, but was less than 0.5. Therefore, Siwori's equation for \( f_s \) would rely on a guess for the porosity. Olson and Eckert determined a value of 0.025 for \( f_e \), with no flow through the tube walls. Fig. 2A shows the friction factor, normalized by 0.025, as a function of the ratio of average fluid velocity across the pipe wall to bulk longitudinal velocity in the pipe \( \left( \frac{\phi v_{bp}}{V} \right) \). The circles are Olson and Eckert's experiment data. The lines are from Eq. 25, with 0.025 for \( f_e \). The \( \beta \) term was calculated by use of Eq. 19. The solid line was obtained from Eq. 25 by use of a wall porosity \( \phi \) of 0.1259. A \( \phi \) value of 7.153 \times 10^{-3} \text{ resulted in the dashed line. The lines are drawn over the inflow range of Siwori's data.}

The consistency between Siwori's model and the data of Olson and Eckert's experiment with air provides very strong confirmation of Siwori's model. The agreement is remarkable considering the differences in the experiments. The dissimilar diameter of the pipe in Siwori's inflow experiments (5.66 cm) to that of Olson and Eckert (3.55 cm) suggests that the model is robust with respect to pipe diameter.

The experimental data for Fig. 2 and others that follow were obtained by digitizing the plots presented in the referenced documents. Some small error in value and position has occurred in this process.

**Su Experiment**

Su (1996) investigated the pressure drop for water flow in perforated pipes. There were three different sets of experiments conducted. One set of experiments was conducted without inflow through the perforations, while two other sets did have inflow. These latter two are called the T and P test configurations, based on Su's names for the test pipes.

**No Inflow.** In the experiments without inflow, the effective friction factor was determined for a series of 2.0-m-long pipes with and without drilled holes. The inner pipe diameters ranged from 1.18 to 1.885 cm. Hole diameters from drilled perforations ranged from 0.10 to 0.4 cm in 0.05-cm increments. The porosity of the pipes varied from 0.0043 to 0.059. Friction factors were determined over a range of Reynolds numbers from 42,000 to 75,000.

Fig. 3 presents a comparison of the Siwori model predictions with the no-inflow experiments for three of the nine test pipes. These three pipes all had inner diameters close to 1.4 cm and were designated as pipes 14-1, 14-2, and 14-3. The second number in the designation represents the diameter of the holes drilled into them. Each pipe was drilled twice and used for three experiments,
once without perforations. For example, pipe 14-1 was tested unperforated, with 0.1-cm holes, and with 0.15-cm holes. The model predictions are drawn as lines and the experimental results as letters. The lower line and letters C, H, and M are for unperforated pipes, which are modeled as smooth. The solid, dash-dot, and dashed lines correspond to model predictions for pipes 14-1, 14-2, and 14-3, respectively. To the right of each line is the diameter in cm of the holes drilled into the pipes.

For the unperforated pipes and for hole diameters of 0.10 cm (D) and 0.30 cm (N) the model tends to be slightly low but falls within the scatter of the data. For other experiments, the model either consistently underpredicts or overpredicts the friction factor, but the Reynolds number dependence is accurately predicted. In these experiments, the experimental results appear to be inconsistent, the results for 0.20-cm (I) and 0.25-cm (J) perforations falling between the results of 0.10-cm (D) and 0.15-cm (E) holes. The Siwoi model correctly describes the shape of the effective friction factor as a constant offset rather than an equivalent surface roughness.

The model of Yuan et al. fails for these three pipes because the pipe geometry differs from the experiments of Yuan. The perforation density for these three pipes is 74/m (22.6/ft), beyond the largest value of 65.6/m (20/ft) in experiments of Yuan et al. The predicted friction factors are negative—an unphysical result. The relative roughness, $e$ (Eq. 13), of the Siwoi model is a function of Reynolds number. (The increase in roughness predicted by the Siwoi model is insignificant at the tested Reynolds numbers in all comparisons made in this paper.) We can, however, determine an effective equivalent roughness for a specified Reynolds number. Su calculated a roughness function to describe the influence of the perforations on the pressure drop measured in the experiments. The roughness function was determined from $A$-$B$ in which $A$ is obtained from an implicit equation for the friction factor:

$$A = B = 3.75$$

for the unperforated pipes that are assumed to be hydraulically smooth, and $B$ from

$$B = 2.5 \ln \left( \frac{N_{Re}}{2} \right) \left( \sqrt{\frac{f}{8}} + A - 3.75 \right)$$

The figure represents the experiments with the perforated pipes of Fig. 3 plus 11 other experiments. Circles in the figure correspond to rearranging the three inconsistent sets of data for hole sizes of 0.15, 0.20, and 0.25 cm (improving the apparent agreement), and to the 0.35-cm perforations that were fit better with the model using 0.40-cm holes. The comparison indicates that the Siwoi model is a good predictor of the increased pressure drop with pipe wall perforations. Siwoi and Su agree that the effect does not appear to be sensitive to the pipe diameter. In addition, Su found that the pressure drop is not sensitive to the phasing of the holes.

**T Pipe Tests.** In the T set of experiments (Su 1996; Su and Gudmundsson 1998), the pressure measurements are located at the beginning and end of a perforated section of a single pipe and spaced along downstream unperforated sections, as shown in Fig. 5. The pipe had an ID of 2.194 cm. The perforated section was 60 cm long, and the four downstream sections were each 15 cm long. Fig. 6 presents the measured pressure drop for three sets of experiments with varying Reynolds numbers. The Reynolds numbers vary for each set because of experimental limitations. The Reynolds number is assumed to increase linearly with total inflow rate. The total inflow rate is the ratio of the volumetric inflow through the perforated section to the volumetric outflow. The Siwoi model may slightly overpredict the pressure drop for large inflow with large Reynolds numbers. The effective friction factor of the pipe in the calculations was increased 8.35% more than $f_s$ of the Siwoi model, in agreement with Su’s calculation of the unperforated friction factor. [See also Su and Gudmundsson (1998).]
Also in Fig. 6, manipulated predictions of Eq. 11 (Yuan et al.) are added. For the dotted lines, the perforation density term was converted to an equivalent porosity by multiplying by \( \frac{d_{wp}^2}{d_{yp}^2} \), where \( d_{wp} \) is the diameter of the perforations and \( d_{yp} \) is the diameter of the perforation in Yuan's experiments. The dashed lines represent dividing the \( f_p \) term by 10. While the model of Yuan et al. fails to predict the pressure drop, it accurately predicts the sensitivity to inflow, indicating that the experimental data of Yuan and Su are in close agreement.

The pressure drop in Sections 3 and 4 of the pipe, downstream of the perforated section, is shown in Fig. 7. The circles are data before perforation. The crosses correspond to the experiments presented in Fig. 6. The curved-dashed lines in Fig. 7A are Su's fit before perforation, the straight-dashed lines present the effect of the change in momentum factor, \( \beta \), predicted using the Olson and Eckert data applied to Su's fit. The data do not show a typical pressure loss for a straight section of pipe. This may represent the effect of small changes in pipe diameter, as discussed by Su. The connection of the sections also seems to have an effect, apparent in the downward shift evident in Fig. 7 and an upward shift in Section 2 (Su 1996; Su and Gudmundsson 1998). For comparison, a solid line is drawn for a hydraulically smooth pipe. Note that the friction factor decreases more rapidly with Reynolds number than predicted by the Colebrook-White formula.

The pressure-drop measurements across Sections 3 and 4 during inflow experiments are shown as crosses. A sharp decline in the effective friction factor is evident with increasing Reynolds number (i.e., increasing inflow, for each set of experiments). The decrease in the effective friction factor is most likely caused by a return of the momentum factor, \( \beta \), from the increased value evident in the Olson and Eckert data (1996) to the no-inflow value. An effective reduction of the apparent friction factor was predicted by use of Eq. 19 to calculate a change in the momentum factor. The straight dashed-line segments in Fig. 7A show the reduction in Su's friction factor with the momentum change subtracted.

Note that there is a small shift in the no-inflow friction factor. This may be caused by slight changes in the physical configuration of the sections after the perforated section was reconnected. Larger shifts are evident in the other downstream sections (Su and Gudmundsson 1998). Section 3, which follows Section 4, also has a small decrease in effective friction factor. Thus, the momentum flux does not completely return to the base level in Section 4, which is only 6.8 pipe diameters long. It seems that the velocity profile takes longer to return to normal at lower Reynolds numbers and with larger inflows. The \( \beta \) factor change seems to be overpredicted at high Reynolds numbers. Olson and Eckert did not find sensitivity to Reynolds number over the range of 28,000 to 85,000.

There are, however, some problems with this interpretation of Fig. 7. Why do the data for the perforated section not show a corresponding increase in pressure drop from the change in \( \beta \)? Where is the small jump in \( \beta \) from zero inflow?

### P Pipe Tests

In the tests using the P pipes, Su investigated inflow through five pipes, P2 through P6, with inner diameters of approximately 2.2 cm. Pipe porosity varied from 0.052 to 0.116. Five sets of experiments were conducted for each pipe. Reynolds numbers ranged from 28,600 to 124,000 in these experiments. The ratio of inflow velocity to pipe velocity ranged to 0.06. In terms of Yuan's flux ratio, the largest inflow was 0.001. The test configuration is shown in Fig. 8. The unperforated section downstream of the perforated section is 0.32 to 0.34 m long—more than Sections 3 and 4 of the T pipe combined. A comparison of Siwori model predictions to measure pressure drop in test pipes P6 is shown in Fig. 9. Each set of data is for a different range of Reynolds numbers at the outflow of the pipe. The five tests were conducted over the ranges 38,000 to 46,000; 54,000 to 61,000; 69,000 to 78,000; 80,000 to 89,000; and 89,000 to 99,000. The Reynolds number for each datum was not reported in Su's dissertation. As with the T pipe, the predictions were calculated assuming that the Reynolds number increased linearly over each range as a function of inflow rate through the perforations. The abscissa of the plot is in terms of the ratio of total volumetric flow rate through all the perforations to the volumetric flow through the outlet of the pipe.

The pipes consisted of two unperforated sections separated by the perforated section. The modeled pressure drop was calculated using a smooth pipe for the unperforated sections. One third of the total pressure drop occurred in the unperforated sections. The solid line in Fig. 9 does not include the influence of inflow on the pressure drop, the dashed line does. The pressure drop is slightly overestimated for larger Reynolds numbers, as represented by the upper curves. In addition, the inflow correction does not seem to be large enough. The change in the momentum factor of Fig. 7 seems an unlikely explanation because the unperforated section...
downstream is long enough that the velocity profile should be the same. When the model of Yuan et al. was manipulated as for Fig. 6B, except for dividing the \( f_a \) term by 2.0 rather than by 10, the predictions were almost identical to the Siwori model. These are not shown in the figure.

For the other P pipes of the experiment suite, the pressure drop is reported in Su’s dissertation in terms of deviation of the pressure drop from a simple hydraulically smooth pipe with momentum increase using a \( \beta \) factor of 1.0. Su’s Eq. 5.1 lists the pressure-loss terms as

\[
\Delta p = \Delta p_w + \Delta p_{nc} + \Delta p_v + \Delta p_{mix},
\]

where \( \Delta p_w \) represents the influence of the perforations and inflow on the wall friction and the term \( \Delta p_{mix} \) represents the possible increase of momentum from the momentum of perforation inflow that is not exactly perpendicular to the pipe flow. The last two terms are combined into the additional pressure loss \( \Delta p_{add} \). This term is converted into a pressure drop coefficient by dividing by the kinetic energy per unit mass:

\[
K = \frac{\Delta p}{\frac{1}{2} \rho v_b^2},
\]

where \( v_b \) is the average fluid velocity at the outlet of the test pipe. \( K \) differs from an apparent friction factor by \( \frac{\Delta x}{d} \).

Fig. 10 shows the pressure-drop coefficients for the P6 experiments. The Su friction factor is subtracted in each case. The pipe-perforation hole diameter and the effective pipe porosity are presented in the upper right of each panel. Panel F shows the relationship of the different solid curves.

The pressure-drop coefficient for the additional pressure loss is calculated by

\[
K = \frac{\Delta p}{\frac{1}{2} \rho v_b^2} - 2 \left( 1 - \frac{v_e^2}{v_b^2} \right),
\]

where \( f_a \) is the friction factor found by Su using a Blasius-type relation \( f_a = a N_{Re}^\alpha \) to fit the preperforation pressure loss in the test pipes. Su calculated the friction term by summing over each pipe section between perforations, \( \Delta x \). Siwori includes a correction factor for the variation of \( f_a \) for a pipe segment in the form of a graph. A cruder approximation is used here for \( \Delta p_{wall} \) that assumes a linear variation in \( f_a \) and neglects the correlation between \( f_a \) and \( v_e \).

\[
fa(N_{Re}) = \frac{\frac{v_e^2}{v_b^2} + \frac{v_{p}^2}{v_b^2} + 1}{2} \left( 1 - \frac{v_{p}^2}{v_b^2} \right)
\]

Two sets of total pressure drop have been calculated for each data set. The Chen correlation (Eq. 22) was used in one set to calculate the unperforated friction factor, and the other set used the friction factor Su determined for each pipe before perforation. These are shown in Fig. 10. A reduction in the coefficient is evident in each data set and in the calculated coefficients. It is not clear whether the Chen or the Su friction factor is more appropriate. In most cases, the decrease in the calculated coefficients is larger than the data indicate for small inflows and may be smaller than the data for larger inflows. The maximum perforation-velocity to pipe-velocity ratios are smaller than in both Siwori’s and Olson and Eckert’s experiments. The maximum inflow corresponds roughly to the smallest Olson and Eckert measurement shown in Fig. 2.

There is a tendency for the Siwori model to underpredict the coefficients, especially at larger inflows, but each trend is contradicted by at least one data set. Su has calculated uncertainties of 15 to 200% for the additional pressure-drop coefficients, but this seems an unlikely explanation of all the differences evident in the plots.

Yuan Experiment

As mentioned earlier, Yuan (1997) conducted experiments in 2.56-cm-ID PVC pipes installed in a 7.6-cm casing. The perforated sections of the pipes were 1.219 m long with 0.3175-cm-diameter perforations. Three perforation densities were tested: 16.4, 32.8, and 65.6 perforations/m (i.e., 5, 10, and 20 perforations/ft). The perforations were evenly spaced along the perforated sections but rotated around the pipe with phasing of 360, 180, and 90°, respectively. The perforated pipe was wrapped with cloth to ensure a uniform distribution of inflow through the perforations. EXPERI-
Experiments span this range with ratios from 0.026 to 0.0001. The pressure drop along the pipe was measured for the length of the perforated section plus 20.3 cm after the perforated section (Yuan et al. 1999). The 20.3-cm distance was determined from numerical investigations to ensure that the velocity distribution was the same at each measurement location. From Yuan’s description of the experimental setup it is not clear how the pressure drop over this distance was measured.

Yuan’s experimental results for perforated pipes are shown in Fig. 11. The data are presented in terms of the apparent friction factor of Eq. 11. The figure shows data for three pipes. The plots use log-log coordinates to separate the individual data points in the lower ranges. From top to bottom the pipes are identified by perforation density, 20, 5, and 10 shots per ft (spf). Five experiments per pipe are shown in each panel with the data for inflow flux ratios of 0.0005, 0.001, 0.002, 0.005, and 0.01 presented with different symbols from bottom to top.

The data in the right- and left-hand panels are the same. In each panel the Yuan et al. correlation is shown as a dashed line, the Siwowi correlation is drawn with a solid line, and the friction factor for a smooth pipe with no inflow is drawn as a dotted line for comparison. In the two right-hand Panels, B and D, the Siwowi model has been multiplied by a constant factor so that the model agrees reasonably well with the low inflow data at large Reynolds numbers.

As can be seen in Panels A and C (20 and 5 spf), the Siwowi correlation is not in close agreement with the data. The data for small inflows are also in poor agreement with a smooth-pipe friction factor. Yuan et al. have interpreted the lower apparent friction factor as an indication of a net lower pressure drop with low inflow rates. Other data reviewed in this paper, as well as Yuan’s data for other pipes and higher flows in this pipe, conflict with an interpretation of net lower pressure drop.

Concluding that experimental artifacts are a hazard in these difficult experiments, the Siwowi correlation has been divided by 1.3 in Panel B and divided by 0.9 for Panel D. Assuming this constant factor is correct, the Siwowi correlation seems to accurately predict the increase in pressure drop with increasing inflow rate. The correlation does not predict the sensitivity to the Reynolds number very well, however.

The only sensitivity to Reynolds number in Siwowi’s prediction of apparent friction factor is in the Colebrook-White friction factor for a pipe. Siwowi increases the effective roughness for large perforation porosity, but the influence is negligible for these pipes. Su concluded that the Reynolds number does not affect the inflow friction factor provided the Reynolds number is less than 7,500. Siwowi's experiments may play a role. Another possible explanation of the disagreement with Yuan’s data is that for lower Reynolds numbers, the velocity distribution, and thus the momentum factor, has not returned to its unperforated form when the downstream pressure is measured. Fig. 7 suggests that the distance required to re-establish the unperforated pipe-velocity profile increases with increasing flow and decreasing Reynolds number. Whether there are larger apparent friction factors at low Reynolds numbers is an open question requiring further experimental evidence.

Conclusions

With the advent of horizontal drilling technology, flow in long perforated pipes has become an important issue in both environmental remediation and in the petroleum industry. Four pertinent experiments of flow into perforated or porous pipes were reviewed. The conditions of these experiments varied widely, but they consistently show two basic features: perforations cause an increase in pressure losses both with and without inflow through the perforations, and inflow causes larger pressure losses than would occur without inflow, but not as large as would be expected assuming a constant wall shear and considering only the momentum increase induced by increasing velocities.

The Siwowi correlation (1987) for pressure loss in perforated pipe with and without inflow provides good predictions of the pressure losses measured in three of the four sets of experiments, including Siwowi’s. The disagreement with Yuan’s data is probably an experimental artifact. The correlation of Yuan et al. (1999) is limited to the geometry of the experimental pipes used by Yuan and includes experimental bias. If the perforation density used in the correlation is converted to pipe porosity, then the correlation seems to robustly predict the influence of inflow through the pipe walls on pressure drop.

The comparison of Siwowi with Olson and Eckert’s experiment was in excellent agreement. Olson and Eckert’s presentation of an inflow-dependent friction factor with a proportional decrease from the no-inflow friction factor is not appropriate. This is the form used by Ouyang et al. (1998). Olson and Eckert measured the velocity profile inside the tube as a function of inflow. Their data indicate that Siwowi’s assumption of a momentum factor of 1.05 was in error. It was shown that Siwowi’s correlation is still valid with a variable momentum factor. The variation in momentum factor provides an explanation of phenomena reported by Su (1996) and Su and Gudmundsson (1998).

In some cases, the agreement of Siwowi’s correlation with Su’s experimental data is excellent. In others, although the trends are
captured, there is fundamental disagreement. The Siwon model may underpredict the decrease in pressure losses with inflow by as much as a factor of two, but the evidence is not strong and is contradicted by Yuan’s data. The variation in the data is not explainable from the information available in Su’s dissertation and seems inconsistent. Under this condition, the disagreement between Siwon’s correlation and Su’s data does not lead to refutation or suggest an improvement in the correlation. As Su points out, the decrease in pressure loss is a relatively small effect that must be calculated by subtracting large numbers. Su estimated a possible 200% uncertainty in these numbers, which is within the range of the disagreement.

Yuan’s experimental data may indicate larger pressure drops at Reynolds numbers below 20,000 than are predicted by Siwon’s correlation. Su’s data lend some support to the notion; however, other questionable artifacts in Yuan’s experimental data prohibit a definite conclusion. More experimental evidence is needed. A robust, reliable model for fluid flow in perforated horizontal pipes can only come from experiments in a wide variety of conditions. Not all of the experiments have been performed. This review of published experiments indicates that accurate measurements of pressure drop are not easily made and experimental artifacts complicate interpretation.
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Nomenclature

\[ A = \text{roughness parameter for smooth pipe} \]
\[ b = \text{empirical term in Siwon correlation} \]
\[ B = \text{roughness parameter for perforated pipe} \]
\[ C_p = \text{empirical term in Yuan et al. correlation} \]
\[ d = \text{pipe inner diameter, cm} \]
\[ f = \text{friction factor} \]
\[ K = \text{pressure-loss coefficient} \]
\[ m = \text{mass flux, cm/s} \]
\[ N = \text{dimensionless number} \]
\[ p = \text{fluid pressure, Pa} \]
\[ q_i = \text{flux rate though perforation, m}^{3}/s \]
\[ q_f = \text{flux rate though pipe, m}^{3}/s \]
\[ v = \text{fluid velocity, m/s} \]
\[ x = \text{distance along axis of pipe, cm} \]
\[ \alpha = \text{angle of pipe with respect to horizontal} \]
\[ \beta = \text{momentum factor} \]
\[ \Delta p = \text{pressure drop along pipe, Pa} \]
\[ \Delta x = \text{length of section, m} \]
\[ \varepsilon = \text{relative roughness} \]
\[ \eta = \text{Siwon momentum conservation} \]
\[ \gamma = \text{effective angle of inflow} \]
\[ \phi = \text{porosity of pipe wall} \]
\[ \varphi = \text{perforation density of pipe, m}^{-1} \]
\[ \rho = \text{density of fluid, g/m}^{3} \]
\[ \tau_w = \text{shear stress at the wall, Pa} \]

Subscripts

1 = entrance
2 = exit
\[ a = \text{wall friction factor of Siwon correlation} \]
\[ acc = \text{acceleration momentum change} \]
\[ add = \text{combined effect of perforation and mixing} \]
\[ b = \text{bulk velocity along axis of pipe} \]
\[ b_p = \text{bulk velocity through perforations} \]
\[ mix = \text{retention of inflow momentum} \]
\[ O = \text{determined by Olson and Eckert method} \]
\[ p = \text{perforation} \]
\[ r = \text{in the radial direction} \]
\[ Re = \text{Reynolds number} \]

\[ s = \text{smooth} \]
\[ su = \text{determined by Su fit to Blasius type relation} \]
\[ S = \text{determined by Siwon correlation} \]
\[ t = \text{total} \]
\[ w = \text{caused by wall shear stress} \]
\[ wall = \text{evaluated at the wall} \]
\[ f = \text{determined by Yuan et al. correlation} \]
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**SI Metric Conversion Factors**

\[
\begin{align*}
\text{atm} & \times 1.01325 \times 10^5 = \text{Pa} \\
\text{ft} & \times 3.048 = \text{m} \\
\text{g/m}^3 & \times 1.198264 = \text{lbm/1,000 U.S. gal} \\
\text{m} \times 2.54 = \text{cm} \\
\text{m}^3/\text{s} & \times 5.803036 = \text{bbl/D}
\end{align*}
\]

*Conversion factor is exact.
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